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Abstract 

One of thesimplest and yet comparable efficiency and even in some optimal cases,  

is the complex and modern algorithms available in machine  learning domain  and 

 especially the classification problem, the k - nearest neighbor (KNN) algorithm. The 

coreof this algorithm is directly dependent on the measurement of distance or similarity 

between the experimental sample and the training samples. Due to the frequency and 

variety of distance functions and topology and spatial geometry in which the data are 

located, especially in high dimensions, determining the optimal metric and testing new 

metrics is necessary to achieve maximum efficiency. In this study, the aim is to use the 

two new distance functions of Sobolev and Fisher for the first time in the KNN 

algorithm and to evaluate and compare their performance with existing distance 

functions for data, especially data related to the field of cancer diagnosis. 
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